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Learning Outcomes for this LOEX session:

● Understand the basics of what GAI is, how it works, the 

risks and limitations to students for using it for course 

assignments, and how library resources may provide 

better content;

● Know best practices for students to follow when using 

GAI effectively and responsibly;

● Hear the presenters’ reflections and takeaways from 

the instruction events they have run thus far.



What Motivated Us

August 2023

“Learners POV: A Student Panel on GAI in 

the Classroom” (two campus T & L units)

November 2023

Debut library session for students (our trio) 



Student-facing content:

The content that we used for our 

student sessions begins with the next 

slide…



Generative Artificial 

Intelligence
What Students Need to Know



Learning Outcomes for this Workshop

By the end of this workshop, you will:

● Understand the basics of what GAI is and how it works

● Know how GAI is being used by students

● Be aware of GAI’s risks and limitations

● Understand when/why library resources may provide better content & 

quality

● Know the best practices for using GAI



Disclosure

Today’s presentation reflects current information. Things 

in the Artificial Intelligence world are changing rapidly. 

The same prompt may generate a different output in the 

future.



Past 5 years of “Generative AI” web search queries in the United States. (Source: Google Trends)

https://trends.google.com/trends/explore?date=today%205-y&geo=US&q=generative%20AI&hl=en


Source: https://www.monterail.com/blog/what-features-is-gpt-4-missing

https://www.monterail.com/blog/what-features-is-gpt-4-missing




Bing Image Creator: A timeline of the various versions of GPT by OpenAI



Generative AI Defined

Artificial Intelligence
The ability of a digital computer or computer-controlled 
robot to perform tasks commonly associated with 
intelligent beings.
https://www.britannica.com/technology/artificial-intelligence

Generative AI
An AI model that learns from training data and uses it to 
generate new content that resembles the original data.

Machine Learning
The process by which AI systems learn from data and 
improve their performance over time.

Large Language Models (LLMs)
AI  trained on large quantities of text in order to interpret 
prompts and generate human-like text-based outputs. 
ChatGPT, Gemini, Bing and Claude are all examples.

Artificial Intelligence at Northwestern. (n.d.). What Instructors Need 
to Know: Artificial Intelligence at Northwestern - Northwestern 
University. Retrieved October 26, 2023, 

What GAI is
“…a word completion tool… predicting what the next 

word in a sentence should be so it can write a paragraph for you, what 
an image should look like based on a prompt.”

–Ethan Mollick

What GAI is not
“ChatGPT is not a research tool in the sense of looking up 

facts. It does not do any searching for information. It does not look for 
sources… Everything it writes to you is a generated, fabricated response 
that is triggered by your query.”

–Kiri 
Wagstaff  https://connect.ala.org/discussion/chat-gpt-and-reference

https://www.wkiri.com/

Ghassemi, Marzyeh, Abeba Birhane, Mushtaq Bilal, Siddharth Kankaria, Claire 

Malone, Ethan Mollick, and Francisco Tustumi. “ChatGPT One Year on: 

Who Is Using It, How and Why?” Nature 624, no. 7990 (December 2023): 

39–41. https://doi.org/10.1038/d41586-023-03798-6.

https://www.britannica.com/technology/artificial-intelligence
https://ai.northwestern.edu/education/what-instructors-need-to-know.html
https://ai.northwestern.edu/education/what-instructors-need-to-know.html
https://ai.northwestern.edu/education/what-instructors-need-to-know.html
https://connect.ala.org/discussion/chat-gpt-and-reference
https://connect.ala.org/discussion/chat-gpt-and-referen
https://www.wkiri.com/
https://doi.org/10.1038/d41586-023-03798-6


Some ways students may be using GAI

Write emails

Generate ideas

Get an overview of a subject or topic

Write code

Translate

Improve writing style and syntax



Considerations

● Your instructor may not approve of GAI

● Students need to check the syllabus or ask the instructor

● Always declare your use of GAI to your instructor

● Be aware of Northwestern rules against cheating and 

plagiarism

Northwestern University Academic Integrity: A Basic Guide

https://www.northwestern.edu/provost/policies-procedures/academic-integrity/academic-integrity-guide-2022.pdf


Participants’ Poll

GAI Use

Question Yes No Total

Have Used 

GAI?

22 3 25



Participants’ Poll

Types of Use

Question Personal School Both Neither Total

How 

used?

6 1 12 6 25



Participants’ Poll

Allows Use

Question Allows Prohibits Not Sure Total

Instructor/

Dept 

Policy

11 4 10 25



Current summary of features: GAI Tools



How do we interact with generative AI models?

● Chat/conversational UI

○ ChatGPT

○ Microsoft Sydney/Bing 

Create

○ Google Gemini

● Image and graphics 

generators

○ Adobe Firefly

○ Canva

○ Stable Diffusion

○ Midjourney

● Video/Audio

○ Synthesia

○ PlayHT

○ Soundraw

● Research 

○ Elicit

○ Consensus

○ Research Rabbit



How do we interact with generative AI models?

● Integrated into applications

○ "Paired Programmer"

■ Microsoft CoPilot

○ Command Palettes

■ Notion AI (text 

generation based on 

localized content)

● Plugins

● Custom models

Source: OpenAI

https://openai.com/blog/introducing-gpts


Conversational UI

Until we perfect the mind meld, conversation (including 

verbal and non-verbal elements) is how people exchange 

information with many systems and with as little effort as 

possible. Conversation is the interface that most people 

know how to use, even if they find in-person human 

interaction occasionally awkward​

- Erika Hall, Conversational Design



Some positives

● Natural language prompts

● Remembers whole conversation

● Brainstorming

● Generates keywords

● Edit your writing

● Helps you phrase your thoughts

● Arranges in logical order

● Summarizes content

● Automates repetitive tasks

● Templates letters, forms, resumes, etc.



Some negatives / limitations

● Accuracy and incorrect answers (”hallucinations”)

● False citations

● Outdated content (in some cases)

● What is / isn’t included in training data

● Fee vs. free, usage limits

● Plagiarism and copyright infringement

● Labor

● Privacy

● Doesn’t know, reason, discern, or think critically

● Bias…



Biases and harm

● Generative AI “black box” problem

○ The model’s internal systems are not visible or 

publicly known (e.g. algorithms, training data)

● These can be great tools for research and productivity, 

but users need to check and review for for their failures, 

biases, and potential harm they can create

Next 3 slides: content warning



“Generally, AI programs that create images 
from a text prompt will draw from a massive 
database of existing photos and images that 
people have described with keywords. The 
results it produces are, in effect, remixes of 
existing content. And there's a long history of 
photos that depict suffering people of color and 
white Western health and aid workers.”

Source:  “AI was asked to create images of Black African docs treating white kids. How'd it go?” (NPR)

https://www.npr.org/2023/02/02/1152481564/we-asked-the-new-ai-to-do-some-simple-rocket-science-it-crashed-and-burned
https://www.npr.org/2023/02/02/1152481564/we-asked-the-new-ai-to-do-some-simple-rocket-science-it-crashed-and-burned
https://www.npr.org/2023/07/06/1186243643/the-human-labor-powering-ai-engines
https://www.npr.org/sections/goatsandsoda/2023/10/06/1201840678/ai-was-asked-to-create-images-of-black-african-docs-treating-white-kids-howd-it-


Washington Post: This is how AI image generators see the world

https://www.washingtonpost.com/technology/interactive/2023/ai-generated-images-bias-racism-sexism-stereotypes/


Study: Some AI chatbots provide racist health info (Axios)

Researchers led by doctors at Stanford University 

ran nine questions through four AI chatbots —

including OpenAI's ChatGPT and Google's Gemini —

that are trained on large amounts of internet text.

● All four models used debunked race-based 

information when asked about kidney 

function and lung capacity, the study 

published Friday in Digital Medicine found. 

Two of the models gave incorrect answers 

about Black people having different muscle 

masses.

● To varying degrees, the models appeared to 

be using race-based equations for kidney and 

lung function, which the medical 

establishment increasingly recognizes could 

lead to misdiagnosis or delayed care for 

Black patients.

https://www.axios.com/2023/10/23/ai-chatbot-racism-medicine


Generative AI and Learning

● Potential negative effects on learning

○ Over reliance on AI

○ Impaired critical thinking

○ Accuracy of information

○ Superficial engagement with topic

○ Reduced human interaction

○ Demotivation

Bai L, Liu X, Su J. ChatGPT: the cognitive effects on learning and memory. Brain-X. 

2023; 1:e30. https://doi.org/10.1002/brx2.30

https://doi.org/10.1002/brx2.30


Writing Effective Prompts

Use the CLEAR method (created by Leo S. Lo):

C: Concise: Brevity and clarity (eliminate unnecessary words)

L: Logical: Structured and coherent

E: Explicit: Clear specifications

A: Adaptive: Flexibility and customization

R: Reflective:  Continuous evaluation and improvement

Lo, L. S. (2023). The CLEAR path: A framework for enhancing information literacy through prompt engineering. The Journal of 

Academic Librarianship, 49(4), 102720.   Article online

https://search.library.northwestern.edu/permalink/01NWU_INST/p285fv/cdi_crossref_primary_10_1016_j_acalib_2023_102720


Evaluating Information

A checklist…

Authority

● Who is author / creator?  What credentials?
● If web page, does URL provide insight?: edu., 

gov., com., org.

Purpose

● To inform, educate, sell, persuade?

Accuracy and Bias

● Can claims be verified in other sources?
● Any info  missing or anyone missing from 

conversation?
● Inherent biases?

Further info Evaluating Sources (NU Libraries)

Academic sources

● Authored by subject experts, scholars
● Bibliographies, references, footnotes
● Editorial process for quality, accuracy
● Books, book chapters, encyclopedias 

from academic presses
● Peer-reviewed academic journals
● Govt or research institute reports
● Discoverable through library 

catalogs/databases, Google Scholar, 
sometimes other search engines

“Scholarly Journals: The Cover | Trent University Library & Archives.” n.d. Accessed 

February 2, 2024. https://www.trentu.ca/library/help/scholarly/journal_cover.

https://libguides.northwestern.edu/evaluatingsources
https://www.trentu.ca/library/help/scholarly/journal_cover


ChatGPT: ask a question

Results checked against Google and 
NUsearch found slight  inaccuracies:

Margaret Fuller

● Transcendentalist writer
○ https://plato.stanford.edu/entries/

fuller-margaret/

Jane Johnston Schoolcraft

● Early Native American Literary Writer
○ https://americanwritersmuseum.org/

american-writer-spotlight-jane-
johnston-schoolcraft/

https://plato.stanford.edu/entries/fuller-margaret/
https://plato.stanford.edu/entries/fuller-margaret/
https://americanwritersmuseum.org/american-writer-spotlight-jane-johnston-schoolcraft/
https://americanwritersmuseum.org/american-writer-spotlight-jane-johnston-schoolcraft/
https://americanwritersmuseum.org/american-writer-spotlight-jane-johnston-schoolcraft/


ChatGPT, revised 

question

More specific prompt

(explicit, adaptive)

Results appear accurate 

when checked against 

academic sources found 

via Google.

However…



Academic 

Sources

NUsearch keyword search on:

american nature writers

also found…

Mabel Osgood Wright (1859-1934)

Elder, John. “American Nature Writing.” 

Oxford Research Encyclopedia of Literature, 2019. 

oxfordre-com.turing.library.northwestern.edu,

https://doi.org/10.1093/acrefore/9780190201098.013.552.

Elder, John E. American Nature Writers. Cengage Gale, 1996.

Patterson, Daniel, et al. Early American Nature Writers: A 

Biographical Encyclopedia. Greenwood Press, 2008.

https://doi.org/10.1093/acrefore/9780190201098.013.552


Google Gemini cites sources… use with caution however

In spite of links to internet sources:

wrong dates

wrong name

Also checked against 

https://www.monticello.org/research-
education/thomas-jefferson-encyclopedia/margaret-
bayard-smith/

https://www.loc.gov/collections/margaret-bayard-
smith-papers/about-this-collection/

https://www.monticello.org/research-education/thomas-jefferson-encyclopedia/margaret-bayard-smith/
https://www.monticello.org/research-education/thomas-jefferson-encyclopedia/margaret-bayard-smith/
https://www.monticello.org/research-education/thomas-jefferson-encyclopedia/margaret-bayard-smith/
https://www.loc.gov/collections/margaret-bayard-smith-papers/about-this-collection/
https://www.loc.gov/collections/margaret-bayard-smith-papers/about-this-collection/


ChatGPT, false citations

1. False citation
Google found  different book title, different author 
Sideris co-edited another  book about Carson.

1. False citation. Google finds blog entry for exhibit: 
Environment & Society Portal  

Souder wrote a different book “On a Farther Shore”
about Carson

1. Accurate citation.   
https://www.rachelcarson.org/about-linda-lear

Verify citations:

NUsearch
Google
Google Scholar
Open Worldcat (for books)

https://www.environmentandsociety.org/sites/default/files/rachelcarson_silentspring_version2_1.pdf
https://search.library.northwestern.edu/permalink/01NWU_INST/h04e76/alma9964160324202441
https://www.rachelcarson.org/about-linda-lear


ChatGPT for search strategies

Slide and images credit: 

Michelle Guittar, Head of Instruction & Curriculum Support, 

NU LIbraries

First attempt:

Offers keyword and Boolean Operator 
suggestions along with databases.
No records found

Second attempt: (iterate the search: Boolean)



Elicit

Training data is scholarly papers from Semantic Scholar.
Semantic Scholar’s site states:

“Semantic Scholar covers all STM and SSH disciplines including biology, 
medicine, computer science, geography, business, history, and economics.” 

**Not clear how representative the training data is of ALL academic 
disciplines

Elicit features:

● Discovers scholarly sources based on 
your prompt

● Extracts  data from pdfs 
● List of concepts 

Got a warning: low on credits 
(after only 4 searches) Paper #1: book rev. article led to login screen for Choice Reviews

Paper #2: book in Project Muse, inaccessible.  Found via  NUsearch.
Paper #3: “paper not found” in semantic scholar.  Google search 
lead to a university site with a download, collection of essays
Paper #4: book rev. article  lead to U of C Press, login page

https://www.semanticscholar.org/about/librarians#:~:text=Semantic%20Scholar%20covers%20all%20STM,IEEE%2C%20arXiv%2C%20and%20Unpaywall.


Library Databases Compared to GAI

Deep Web vs. Surface Web

Real,  accurate citations

Subject / disciplinary-focused:

● Authored by  subject experts,  checked by editors

● Library databases published  by academic publishers, 
organizations or societies:

● MLA Internatl Bibliography , Modern Languages 
Association (Literary studies, Philology)

● PsycINFO, American Psychological Assoc.  (Psych)
● ERIC , Institute of Educational Services, Dep. of Education 

(Edu)
● ACM Digital Library, Assoc. Of Computing Machinery 

(Comp Sci)

Keyword, Title, Author, Subject vs. Natural language searching

Unlimited use to NU community!  No paywalls; No tokens/credits needed

Ask a Librarian or check Research Guides for further database suggestions!

REFERISG.. (2016, July 2). Google Just Gets to the Tip of the 

Iceberg: How to Get to the Gems in the Deep Web. Referisg.

https://referisg.wordpress.com/2016/07/02/google-just-gets-to-

the-tip-of-the-iceberg-how-to-get-to-the-gems-in-the-deep-web/

https://www.library.northwestern.edu/research/ask-us/index.html
https://libguides.northwestern.edu/index.php
https://referisg.wordpress.com/2016/07/02/google-just-gets-to-the-tip-of-the-iceberg-how-to-get-to-the-gems-in-the-deep-web/
https://referisg.wordpress.com/2016/07/02/google-just-gets-to-the-tip-of-the-iceberg-how-to-get-to-the-gems-in-the-deep-web/


Bing Image Creator

Easy to use, free

Example 

assignment:  create 

a cover design  for a 

children’s book

Example prompt for 

a course 

assignment: Create 

an image of an 

orange frog on a 

sailboat in a storm.



Bing Image Creator

GAI creates 
images.

New, or a copy of 
something that 
already exists?



Bing Image Creator

Example prompt for 
a course 
assignment: goal is 
to design a stage set 
for a play.

Prompt: Create an 
image of a tenement 
kitchen in New York 
City in the early 
1900s.



Bing Image Creator

Bing produced 
these images which 
appear to be 
photos. 

It is connected to 
the Internet but 
there is no source 
information.  

These might be 
copyright 
protected.



Image search: Library of Congress

source: Highsmith, C. M. (1980-2006). Kitchen at the New York City Tenament Museum, New York. Photograph. Library of Congress, 
Prints & Photographs Online Catalog. https://www.loc.gov/pictures/item/2011634998/

Library of Congress: 

Librarian suggested 
the Library of 
Congress to research 
image of tenements. 

This photograph has 
source information.





Adobe Photoshop, prompt: “in a museum being viewed by a group of people”



Mohammad Hosseini, Lisa M. Rasmussen & David B. Resnik (2023) Using AI to write scholarly 

publications, Accountability in Research, DOI: 10.1080/08989621.2023.2168535

Scholarly Journals: Author Guidelines

● Document use in Methodology and References section

● Specify which author/s used GAI

● Include the prompt/s verbatim

https://doi.org/10.1080/08989621.2023.2168535


Transparency and best practices for using generative AI

● Use of generative AI should be disclosed

● Possible guidelines

○ Disclose generative AI  use in Methodology and References 

section of a scholarly publication

■ Who used the system

■ When was it used

■ What prompts were used

○ Authors accept responsibility and accountability for the content 

generated and that generated content should be checked by a 

domain expert for accuracy, bias, relevance, and reasoning



Current authorship guidelines of scholarly journals

● Springer Nature journals prohibit the use of Generative AI to generate images for manuscripts; 

texts generated by LLM should be well documented, and LLM is not granted authorship. 

● Science journals prohibit the use of Generative AI to generate text; Generative AI-generated 

images and figures can be used only with explicit permission of their editors.

● JAMA and the JAMA network journals do not allow Generative AI to be listed as authors. 

However, Generative AI generated content or assistance in writing / editing are allowed in 

manuscripts but should be reported in the manuscript.

● The International Conference on Machine Learning prohibits content generated by Generative 

AI, unless it is part of the research study being described.

“Using Generative AI for Scientific Research” Michigan Institute for Data Science, University of 

Michigan

https://www.nature.com/nature-portfolio/editorial-policies/ai#:~:text=As%20publishers%2C%20we%20strictly%20follow,permit%20its%20use%20for%20publication.
https://www.science.org/content/page/science-journals-editorial-policies
https://jamanetwork.com/journals/jama/fullarticle/2801170
https://icml.cc/Conferences/2023/llm-policy
https://midas.umich.edu/generative-ai-user-guide/#:~:text=Science%20journals%20prohibit%20the%20use,to%20be%20listed%20as%20authors.


“While NLP systems are likely to become better at minimizing bias, doing math, making 

relevant connections between concepts, and avoiding plagiarism, they are likely to continue to 

make factual and commonsense reasoning mistakes because they do not (yet) have the type of 

cognition or perception needed to understand language and its relationship to the external 

physical, biological, and social world. NLP systems can perform well when working with text 

already created or curated by humans, but can perform (dangerously) poorly when they 

lack human-generated data related to a topic and try to piece together text from different 

sources. Thus, any section of a manuscript written by an NLP system should be checked by a 

domain expert for accuracy, bias, relevance, and reasoning.”

Mohammad Hosseini, Lisa M. Rasmussen & David B. Resnik (2023) Using AI to write scholarly 

publications, Accountability in Research, DOI: 10.1080/08989621.2023.2168535

The need for subject matter expertise

https://doi.org/10.1080/08989621.2023.2168535


How to Cite GAI

APA style

In-text: (Open AI, 2023); Reference list: OpenAI. (2023). ChatGPT (Mar 14 version) [Large language model]. 

https://chat.openai.com/chat

Chicago Manual of Style

In-text CMOS author-date style example: (ChatGPT, March 7, 2023). Reference list for author-date style: not needed--cite in 

text only. For CMOS notes-bibliography style, see examples.

MLA style

In-text example, describe how you used AI (e.g.paraphrased from what ChatGPT generated): While the green light in The 

Great Gatsby might be said to chiefly symbolize four main things: optimism, the unattainability of the American dream, greed,

and covetousness ("Describe the symbolism"), arguably the most important--the one that ties all four themes together--is 

greed.

Works Cited list example: "Describe the symbolism of the green light in the book The Great Gatsby by F. Scott Fitzgerald" 

prompt. ChatGPT, 13 Feb. version, OpenAI, 8 Mar. 2023, chat.openai.com/chat

https://chat.openai.com/chat
https://www.chicagomanualofstyle.org/qanda/data/faq/topics/Documentation/faq0422.html
https://style.mla.org/citing-generative-ai/


Resources

NU academic integrity rules against cheating/plagiarism, including 

Academic Integrity: A Basic Guide

NU libguide: Using AI Tools in Your Research

NU Library databases A to Z list

The Writing Place at NU

https://www.northwestern.edu/provost/policies-procedures/academic-integrity/
https://www.northwestern.edu/provost/policies-procedures/academic-integrity/academic-integrity-guide-2022.pdf
https://libguides.northwestern.edu/ai-tools-research/ai-ml
https://libguides.northwestern.edu/az.php
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University of Maryland Libraries and Teaching and Learning Transformation Center. (n.d.). 
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https://doi.org/10.1080/08989621.2023.2168535
https://umd.instructure.com/courses/1354089


End Student-facing content



Reflections: 

● After the first session, focused less on tools and 

more on potential risks, biases, harms. 

● GAI changes were happening daily: company 

acquisitions and mergers, rebranding, move to 

paid model or limited tokens, addition of premium 

options.

● Institutional changes: addition of AI advisory 

board, AI guidelines and protocols, enterprise 

license for MS Copilot

● Instructor and student views toward GAI: runs 

the gamut from daily use to prohibition



Emphasizing Generative AI Risks, Biases, 
and Harm

●As we iterated on workshop, we reduced content that 
covered other GAI tools and broader landscape
o Focus more on popular, more utilized tools

●Emphasized risk, biases, and harm inherit in these 
tools

●Library context appropriate environment to foster a 
critical discussion of GAI
o Similar to analyzing and contextualizing library collections and 

metadata (e.g. subject headings)

●Students better understand their risks/limitations and 
can better assess these tools and their appropriate 
use
o Library provided alternatives



Changing Landscape of Generative AI and 
Future Implications

●We spent a lot of time between sessions reviewing and updating the 
content of our workshop

●GAI is an area of rapid growth and regular product updates/releases

●Libraries may face constraints staying on top of the tools and updating 
their resources/policies to respond to changing landscape

●Future workshops will more closely focus on Northwestern's emerging 
policies and resources related to GAI
o Focus on tools licensed by Northwestern



Thank You, LOEX Attendees!

● Resource sheet handout:https://bit.ly/3UvFL02

● Conference proceedings paper on this content: 

will be posted by LOEX 

Tracy Coyne

tracy-coyne@northwestern.edu

https://bit.ly/3UvFL02
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